EXPLORING EQUILIBRIA IN STOCHASTIC DELAY DIFFERENTIAL EQUATIONS USING PERSISTENT HOMOLOGY
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ABSTRACT
This paper explores the possibility of using techniques from topological data analysis for studying datasets generated from dynamical systems described by stochastic delay equations. The dataset is generated using Euler-Maryuama simulation for two first order systems with stochastic parameters drawn from a normal distribution. The first system contains additive noise whereas the second one contains parametric or multiplicative noise. Using Taken’s embedding, the dataset is converted into a point cloud in a high-dimensional space. Persistent homology is then employed to analyze the structure of the point cloud in order to study equilibria and periodic solutions of the underlying system. Our results show that the persistent homology successfully differentiates between different types of equilibria. Therefore, we believe this approach will prove useful for automatic data analysis of vibration measurements. For example, our approach can be used in machining processes for chatter detection and prevention.

INTRODUCTION
Deterministic models for dynamical systems have been the subject of extensive research which has provided solutions for a wide range of initial conditions and different applied forces. Recently, there has been an increasing interest in random or stochastic systems. In contrast to deterministic systems, the state of a stochastic system cannot be determined exactly at any point in time. However, the likelihood that a future state will assume a certain value is described by statistical probabilities. In practice, all physical systems contain inherent nonlinearities and uncertainties and they operate in a noisy environment. Therefore, stochastic models are more capable of faithfully representing the real behavior of physical systems.

However, stochastic equations are infinite dimensional and analysis tools from deterministic models are not readily applicable to them. The analysis is more challenging if the dynamics involve delays and the system model is a stochastic delay differential equation (SDDE). These equations arise in many applications such as chemical kinetics [1], genetic networks [2], and machining processes [3, 4]. For a limited number of SDDEs, stochastic calculus can be used to study the stability of the first and second moments [5]. If the delay is small, then the SDDE can be approximated using a stochastic differential equation without the delay term [6]. An extension of the semi-discretization method for studying the moment stability of linear SDDEs with delays appearing in the drift term only was described in Ref. [7]. Another method to investigate the stability of this class of equations uses Lyapunov approach [8]. However, for the general case of SDDEs numerical simulation remains the most viable method of analysis.

Euler-Maryuama and Milstein simulation methods were extended to stochastic differential equations in [9–12] and [13], respectively. Numerical simulation provides a tool for generating path-wise solutions that can be easier to investigate than the original SDDE. For example, instead of directly studying the mean
square (or more generally, the \( p \)th mean) stability of the SDDE, which might be difficult or impossible, the paths generated by numerical simulation can be used [14–16]. The result of the numerical simulation is a time series or dataset that contains information about the system dynamics. Developing data analysis tools for these datasets has two benefits: 1) it provides a benchmark for testing new methods for the analysis of SDDE, and 2) the same tools can be used to analyze data from real-world applications.

Some of the data analysis methods for non-delayed stochastic equations include principal component analysis [17, 18], multi-dimensional scaling [19], local linear embedding [20], Laplacian eigenmaps [21], Hessian eigenmaps [22], local tangent space alignment [23], and diffusion maps [24–26]. The first step in many of these methods is to obtain a lower-dimensional representation of the underlying high-dimensional manifold. The hope is that the simplified representation captures the main features of the underlying dynamics. One of the key assumptions in many of the prominent data analysis methods for dynamical systems, e.g., diffusion maps, is that the underlying dynamics is Markovian. This precludes them from being used to study SDDEs which are non-Markovian.

In this paper we explore data analysis tools for datasets derived from SDDEs using topological data analysis. These tools are applicable to datasets arising from both experiments as well as simulations of dynamical systems. Specifically, we will use persistent homology to automatically detect when changes in the system behavior occur. In contrast to other data analysis tools, persistent homology does not require the system to be Markovian and it does not attempt to obtain a lower dimensional representation of a data set, but rather a low-dimensional descriptor which is easy to understand and which can be used to find quantities of interest.

We demonstrate the main concepts using a scalar stochastic delay equation that was used in Ref. [27]. The cases of both additive and multiplicative noise are investigated. In particular, we study the model SDDE in a region of the parameter space where noise can lead to sustained oscillations whereas a noise-free model predicts damped response, a phenomenon called coherence or stochastic resonance [27–33]. We use Euler-Maruyama method to simulate the SDDE within the deterministic stable region but near the stability boundary. We show that as the value of the delay is varied persistent homology can be used to detect the change of the response from a steady state equilibrium to a periodic orbit.

**PERSISTENT HOMOLOGY**

Persistent homology is a powerful tool arising in the context of Topological Data Analysis (TDA). It has found success in applications to many diverse fields such as neuroscience [34], medicine [35], sensor networks [36,37], and image analysis [38].

We begin with an informal introduction to the subject, and direct the reader to [39, 40] for a full introduction to classical homology and to [41] for an introduction to persistence. Suppose we are given a point cloud drawn from a manifold and want to understand something about the underlying structure of the manifold. To do this we consider expanding discs centered at each point. We can then study the structure of the union of these discs for a changing radius. In the example of Fig. 1, we see that at a very small radius, we have merely a set of disconnected components. At a slightly larger radius, these discs start to intersect, possibly forming small circular structures which fill in at a slightly larger radius. What is very interesting is that at a relatively small radius, we form a circular structure around the full shape, but this takes a much longer time before it fills in.

In particular, given a set of points \( \chi \subset \mathbb{R}^n \), we approximate the structure of the union of discs by a Rips complex, \( \mathcal{R}_r \). This is a simplicial complex which consists of a vertex \( v_i \) associated to each point \( x_i \in \chi \), and has an edge \( (v_i, v_j) \) any time the corresponding points are within distance \( r \) of each other, \( \|x_i - x_j\| \leq r \). Then higher dimensional simplices are added whenever possible; that is, the simplex \( \sigma \) is in \( \mathcal{R}_r \) iff \( \|x_i - x_j\| \leq r \) for all \( v_i, v_j \in \sigma \). Notice that since \( \mathcal{R}_r \subset \mathcal{R}_s \) for \( r < s \), we have a filtration \( \{\mathcal{R}_r\}_{r>0} \).

![FIGURE 1. A point cloud and its persistence diagram.](image-url)
Let $H_p(\mathcal{R}_r)$ be the $p$-dimensional homology with $\mathbb{Z}_2$ coefficients. The inclusion $f : \mathcal{R}_r \hookrightarrow \mathcal{R}_s$ induces a map on homology, $f_* : H_p(\mathcal{R}_r) \to H_p(\mathcal{R}_s)$. A value $r$ is called a homological critical value if for all sufficiently small $\delta > 0$, $f^{s-r}_* : H_p(\mathcal{R}_{r-\delta}) \to H_p(\mathcal{R}_r)$ is an isomorphism. Because we are interested in a finite point cloud $\mathcal{X}$, there are finitely many homological critical values, call them $r_1, \ldots, r_n$. Note that these radii are a subset of the set of pairwise distances between the points. For simplicity, we will replace $\mathcal{R}_r$ with $K_i$ and $f^{s-r}_*$ with $f^{s-j}_*$.

A class $\gamma$ is said to be born at $r_i$ if $\gamma \in H_p(K_i)$ and it is not in the image of $f^{s-1}_{s-i} : H_p(K_{i-1}) \to H_p(K_i)$. This same class dies at $r_j$ if it merges with the image of $H_p(K_{j-1})$ when entering $H_p(K_j)$; that is, if $f^{s,j}_{s-i}(\gamma)$ is not in $f^{s-1,j-i}_{s-i}(H_p(K_{j-1}))$ but $f^{s,j}_*(\gamma)$ is in $f^{s-1,j}_{s-i}(H_p(K_{j-1}))$. The persistence of the class is its lifetime, $r_j - r_i$. See Fig. 2.

To visualize this information, each class $\gamma$ which is born at $r_i$ and dies at $r_j$ has a point drawn at $(r_i, r_j)$ in what is called a persistence diagram. Classes which have small persistence show up as points close to the diagonal; classes which have large persistence appear as points far from the diagonal. In this way, we have a visual representation of the difference between classes which live a long time and which could be considered important, and the points representing short lived classes and which are often assumed to be noise.

Since its introduction in 2000 [42], persistence has found many applications. Most recently, a great deal of work has looked at using persistence for signal analysis [43, 44]. The idea behind Sliding Window 1-dimensional Persistent Homology, or SWh1Pers, is to use the Takens embedding, also known as the sliding window embedding, to turn a signal $x(t)$ into a point cloud in high dimensional space. Given a signal $X(t)$ along with a fixed $\eta$ and $D$, we look at the set of points $SW_{D,\eta}X(t) = \{X(t), X(t+\eta), \ldots, X(t+(D-1)\eta)\} \in \mathbb{R}^D$ for a fixed set of $t$. WLOG, we assume that $X$ is defined on the interval $[0, T]$ and let $L$ be the frequency of $X$. In [43], it was shown that the point cloud is roundest when the window size $D\eta$ is proportional to $L$. Periodicity in the signal translates into a point cloud with a circular structure. Since the first homology group gives information about loops, persistent homology is particularly good at finding and quantifying circular structure in point clouds. Thus, the periodicity of the signal can be studied by persistence diagram of the sliding window embedding. In particular, since we are looking for circular structure, we are interested in the furthest off-diagonal point in the 1-dimensional persistence diagram.

In order to study a particular signal, we fix a $D$ which represents the dimension in which we will embed the point cloud, $\mathbb{R}^D$. A choice of $D$ which is too low means that the structure of the embedding will not accurately reflect the dynamics; a high choice of $D$ increases computation time due to the curse of dimensionality. Thus, we choose a relatively high dimension, $D = 15$, in order to be confident in our embedding, despite slowing down the computation. In the future, we will look for better methods for the dimension choice.

Let $L$ be the number of windows of equal width which fit into $[0, T]$ or the frequency of the signal which we hope to see. Then for a varying $L$, we set $D\eta$ to be the width of the sliding window for $\eta = \frac{T}{D}$. See Fig. 4 for the relationship between $L$, $D$, $\eta$, and $T$. We then can compute the persistence diagram for each point cloud coming from each choice of $L$ and look at the values for the persistence of the furthest off-diagonal point. If this point has a high persistence, the point cloud has a circular structure and thus the signal has a periodic structure. If we want to look the periodic structure for one particular signal, we can then look at the average of these values for all choices of $L$.

Unlike [43], we do not mean-shift and center the point cloud so that the farthest off-diagonal point has persistence in $[0, 1]$. The technique was employed in the context of the original paper in order to compare the “periodic-ness” without considering other aspects of the signals. We do not do this because it does not differentiate between signals with different amplitudes like those that arise in our simulations.

**MATHEMATICAL MODEL**

We illustrate our results using a linear SDDE. Noise is introduced through additive and multiplicative terms, respectively, according to

$$
\begin{align*}
&dx = (\alpha x(t) + \beta x(t - \tau))dt + \delta dw, \\
&dx = (\alpha x(t) + \beta x(t))dt + \delta x(t)dw,
\end{align*}
$$

(1a) (1b)

where $\tau$ is a constant delay, $\alpha, \beta$ are constants, $\delta$ is a parameter that represents the noise intensity, and $w$ is a standard Brownian motion. This equation was used to illustrate stochastic resonance in [27]. In the deterministic case, i.e., $\delta = 0$, the stability of
the equation in the \((\alpha, \tau)\) parameter space and for \(\beta = -\sqrt{2}\) is shown in Fig. 3. For \(\alpha = 1\), the critical value for the delay at the stability boundary is \(\tau_c = 3\pi/4\). It was shown in [27] that in the stable region near the point \((1, 3\pi/4)\) the system follows a steady state equilibrium. If the stability boundary is crossed at \(\tau_c = 3\pi/4\), the system demonstrates periodic oscillatory behavior. Including noise in the model triggers stochastic resonance where the system behavior becomes oscillatory for values of \(\tau\) near the boundary but still within the stable region for the deterministic system.

**FIGURE 3.** Stability diagram corresponding to Eq. (1a) with \(\beta = -\sqrt{2}\). The point corresponding to the critical value of the delay for \(\alpha = 1\) is also marked.

**FIGURE 4.** A schematic showing how the point cloud is generated. The simulated values for the signal are represented by the circles. FIGURE 4A. A schematic showing how the point cloud is generated. The simulated values for the signal are represented by the circles.

**NUMERICAL SIMULATION**

Equations (1a) and (1b) were simulated using the Euler-Maruyama method described in [9] to generate the necessary datasets. The datasets were generated for points that lie along the line \(\alpha = 1\) in the parameter space near \(\tau_c = 3\pi/4\). The value of the delay was described by \(\tau = \tau_c - \varepsilon\) where for higher values of \(\varepsilon\) we move away from the (deterministic) stability boundary towards the stable region while lower \(\varepsilon\) values push the system closer to the boundary. The range \(\varepsilon \in [0.05, 1.5]\) was considered in this study. The time step used for the Brownian Path was \(\delta t = 2^{-11}\), and the time step used in the Euler-Maruyama simulation was \(\Delta t = 2^{-8}\). Since \(\tau_c\) is irrational, the delay term requires intermediate values of \(\tau\) to lie between any two Brownian increments. In this case, we picked the value of \(\alpha\) at the left end of the increment, similar to the procedure used in [7]. Because the time increments chosen were small, this approximation seems reasonable.

The Brownian path was created using Matlab and the approach described in [45]. For each set of simulation parameters, twenty datasets were generated and averaged. For each dataset, Matlab’s command “rng(‘shuffle’)” was used to seed the random number generator in order to produce a different path in each run. The history functions used over the interval \([-\tau, 0]\) for the additive and multiplicative noise cases were \(x = 0.1\), and \(x = 0.25 \cos \left(\sqrt{\beta^2 - \alpha^2}\right) t\), respectively.

**PERSISTENCE COMPUTATION**

We next applied the Sw1Pers methodology to analyze the generated simulations. First, for each simulation \(x_\varepsilon(t)\), we limited the domain of interest to \(t \in [300,400]\). The dimension \(D\) of Euclidean space in which to embed the point cloud was chosen to be 15. We define the parameter \(\eta\) to be the amount the window will be slid to obtain a new point for the point cloud as well as the distance between subsequent function values used to generate the point cloud. We then want to split the domain \([300,400]\) into \(L\) windows of equal width \(D\eta\) for different choices of \(L\). Then for each \(L \in \{1, 2, \cdots, 20\}\), \(\eta = \frac{100}{L^2}\). See Fig. 4 for a representation of the relationship between \(T = 100, D, L\) and \(\eta\). We then used interpolation via python’s `interpolate.splrep` command to determine the points

\[
SW_{D,\tau;\varepsilon}(t) = \{x_\varepsilon(t), x_\varepsilon(t+\eta), \cdots, x_\varepsilon(t+D\eta)\}
\]

for \(t = n\tau \in [300,400-D\eta]\), \(n \in \mathbb{Z}\). Persistence was computed on this point cloud using the M12 package [46]. The persistence of the farthest off-diagonal point in the generated diagrams is plotted in the left column of Figs. 5 and 6. The average value for the maximum persistence for each \(\varepsilon\) is plotted in the right column of these figures.
RESULTS AND CONCLUSIONS

For the case of additive noise described by Eq. (1a), the left column in Fig. 5 shows that for large values of $\varepsilon$, which correspond the points in the state space well below the deterministic instability boundary (see Fig. 3), the persistence diagram captured the steady state, non-oscillatory behavior of the system. This is shown by the gray lines which have maximum persistence very close to zero. However, as the value of $\varepsilon$ is decreased, thus bringing the system closer to the instability boundary, we notice an increase in the maximum persistence followed by a jump at about $\varepsilon = 0.1$, which indicates that an oscillatory behavior has been detected. This is in agreement with the results reported in Ref. [27]. The right column of Fig. 5 averages the maximum persistence for each $\varepsilon$ over all the corresponding values for $L$. This figure clearly shows how the oscillatory behavior disappears as the value of $\varepsilon$ is decreased. One interesting observation is the drop in the maximum persistence at $L = 13$ for $\varepsilon = 0.05$ which deviates from an otherwise asymptotic behavior. In fact, this drop showed up in the maximum persistence diagrams for both additive and multiplicative noise at the same combination of $(L, \varepsilon) = (13, 0.05)$, see the left column of Fig. 6. One explanation for this behavior is that at this parameter combination the error due to dividing the data into the different sliding windows is maximized. However, further study is necessary to completely explain this behavior as well as the drop observed for $\varepsilon = 0.06$ and 0.08 in the corresponding average maximum persistence diagram for the additive noise case.

Figure 6 shows the maximum persistence (left column) and the average maximum persistence (right column) for the case of multiplicative noise described by Eq. (1b). The first row corresponds to noise intensity $\delta = 0.03$ while the second row corresponds to $\delta = 0.1$. Similar to the additive noise case in Fig. 5, we see how persistent homology successfully captures the change in the system behavior from steady state equilibria to periodic oscillations as $\varepsilon$ is decreased, thus causing $\tau$ to approach the deterministic instability boundary at $\tau_c$. This is characterized by the increasing value of the maximum persistence as $\varepsilon$ is decreased. Although Fig. 6 shows the same maximum persistence drop observed in Fig. 5 for $L = 13$ and $\varepsilon = 0.05$, the corresponding average maximum persistence diagrams do not contain the two kinks that appeared at $\varepsilon = 0.06$ and 0.08 in Fig. 5.

The results of this study show that persistent homology can be a very useful tool for studying dynamical systems. For example, the approach we describe here can be used for designing and planning manufacturing processes such as turning and milling. Specifically, the transition from stable steady state to a limit cycle via a Hopf bifurcation is similar to the transition from stable cutting to unstable cutting where the tool starts to chatter. Therefore, we believe that our approach will have applications in predicting and detecting chatter vibrations in cutting processes. This will allow selecting the cutting parameters so that the process remains chatter-free.

Although the datasets that we investigated were generated using simulation, the developed method is equally applicable to experimental data. Further development of the presented approach is part of the authors’ active research.
FIGURE 6. Results of analysis of data from simulations using multiplicative noise. The top row corresponds to $\delta = 0.03$ and the bottom row corresponds to $\delta = 0.1$. See the caption of Fig. 5 for a more detailed explanation of graphs.
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